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Executive Summary 

AI foundation models, especially increasingly advanced frontier models, may pose intolerable 

risks. For example, frontier models may lower barriers to a terrorist, state-affiliated threat actor, 

or other adversary seeking to cause high-impact events such as CBRN or CBRNE (chemical, 

biological, radiological, nuclear, explosive) attacks or cyber-attacks. In this paper, we consider 

intolerable risks as those that have the potential for severe or catastrophic impact; have 

relevance to current and emerging AI capabilities; have the likelihood of irreversibility; and have 

a short timescale of expected impact. 

A number of frameworks for pre-release risk assessment and decision-making include AI dual-

use capability evaluation and some form of explicit or implicit threshold for a dual-use capability 

hazard that should be regarded as intolerable. However, such thresholds are often defined at a 

high level, using qualitative language, which may not be readily compared to results of dual-use 

capability assessments, such as from red-teaming-based evaluations. Model developers and 

evaluators may be left without a reasonably clear, consistent, and operationalized 

answer to the question, "How much lowering of barriers is too much?"  

Now is the time to consider that question. One reason is to inform Frontier AI Safety 

Commitments work by AI industry organizations on defining intolerable risk thresholds (DSIT 

2024a) before the AI Action Summit in France to be held February 10-11, 2025. In the absence 

of clear guidance from regulators, academics, or civil society that place a high priority on 

protecting public safety, companies may face incentives to develop thresholds that are low-cost 

for them to implement, but that do not provide levels of public safety that are as high as in other 

domains. Those thresholds also may set precedents, or at least have substantial framing 

effects, affecting governmental risk-threshold policymaking in the United States (e.g. on export-

control regulations following Executive Order 14110) and Europe (e.g. on general-purpose 

models with systemic risks). 

In this paper, we provide background on intolerable risk thresholds and propose a number of 

recommendations and considerations for organizations and governments exploring how to 

define and operationalize intolerable risk thresholds. We intend this material to be a starting 

point or supplementary resource for others to use in their own deliberations. 

Key Recommendations 

● Consensus on the definition and categories of intolerable risks: There is a range of 

taxonomies of risks and harms that need to be standardized in order to enable uniformity 

in the risk assessment and reporting exercise. This is where national policies and 

international agreements can lend their power to operationalize better oversight. 

○ We propose expanding the definition from the Frontier AI Safety Commitments 

and providing accompanying specific examples and considerations to provide 

clarity and enable consensus. 

○ We consider specific intolerable risks arising from CBRN weapons, cyber 

operations, model autonomy, persuasion, and deception, along with additional 



 

considerations for unacceptable uses, limitations, impacts, and other key 

considerations.  

● Application of appropriate thresholds: While there is precedent for thresholds based 

on compute in the US and EU AI policy approaches, there have also been demonstrated 

limitations in using compute thresholds as the sole determinant of risk. Other proposed 

thresholds include capability thresholds and risk thresholds.  

○ We recommend focusing on capabilities (more than “risk” per se or compute), at 

least until likelihood estimation becomes more reliable, while accounting for 

reasonably foreseeable ways capabilities can be enhanced (e.g. plugin tools and 

scaffolding)  

○ To determine the appropriate evaluations, and adapt existing benchmarks to 

determine modern capability, we can break down key variables that comprise the 

capability threshold into three aspects: planning capability, knowledge capability, 

and execution capability.  

● From capabilities to thresholds: For arriving at the specific thresholds, we propose 

specific relevant capabilities that increase the probability of occurrence of one or many 

categories of intolerable risks, along with recommendations for their timely calibration to 

keep pace with rapid AI advancements (see Table 1). The determination of exact 

quantitative thresholds would be determined by (i) isolating one/few metrics of interest, 

(ii) the technical feasibility and robustness of measuring these metrics, and (iii) the 

organization or national appetite and attitude towards risk-benefit tradeoffs.  

○ Any recommendations on specific thresholds will be inherently intertwined with 

business motivations and moral obligations. Since these are not static measures, 

national-level determinations of risk tolerance can be applied to the proposed 

capabilities. We demonstrate these approaches in Appendix B where we arrive at 

numerical thresholds for CBRN and deception which advocates for a lower 

threshold in comparison to industry, reflective of the different appetites for risk. 
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1. Background 

1.1 The Call for Defining Intolerable Risk Thresholds 

In May 2024 at the AI Seoul Summit, sixteen global AI industry organizations committed to 

publishing their efforts to measure and manage risks posed by their frontier AI models in an 

accountable and transparent manner and determine thresholds for intolerable risks (DSIT 

2024a). Specifically, as part of these Frontier AI Safety Commitments, they must define 

"thresholds at which severe risks posed by a model or system, unless adequately 

mitigated, would be deemed intolerable." They specify further, “Thresholds can be defined 

using model capabilities, estimates of risk, implemented safeguards, deployment contexts 

and/or other relevant risk factors. It should be possible to assess whether thresholds have been 

breached.”  

At the same summit in Seoul, states announced their intent to define these thresholds for 

frontier AI systems leading up to the AI Action Summit in France signaling the regulatory 

appetite to challenge self-imposed, “voluntary” limits by industry actors. Both pledges explicitly 

state the importance of ensuring these thresholds are defined with input from a range of trusted 

actors and require reporting on the different capacities of their involvement in these efforts 

(DSIT 2024b).   

1.2 Existing Intolerable Risk Thresholds 

Multiple types of thresholds have been proposed and used, including capability thresholds, 

compute thresholds, and risk thresholds. The differences between these are discussed in 

Appendix A. Here we focus on capability thresholds, which are most prominent in current 

examples and have been most closely aligned with establishing intolerable risk 

thresholds. 

 

Several model developers and deployers have published AI capability thresholds. Anthropic 

categorizes capability thresholds as “red line” and “yellow line” capabilities (Anthropic n.d.) 

with corresponding AI Safety Level (ASL) standards in their Responsible Scaling Policy (RSP). 

Redline capabilities refer to anticipated model abilities that may appear in future versions of the 

model and would present too much risk if deployed under current ASL-2 safety measures. 

Anthropic has committed to developing a new set of ASL-3 safety measures to sufficiently 

manage and mitigate models with red-line capabilities. Anthropic has also defined qualitative 

capability thresholds for specific model capabilities (chemical, biological, radiological, and 

nuclear (CBRN) weapons, autonomous AI research and development, and cyber operations). 

For example, the CBRN weapon threshold is defined as “The ability to significantly help 

individuals or groups with basic technical backgrounds (e.g., undergraduate STEM degrees) 

create/obtain and deploy CBRN weapons” (Anthropic 2024 p.3). These thresholds are 

evaluated by first conducting a preliminary assessment to determine if a model is “notably more 

capable” than the latest model that has been comprehensively tested. Models that are 



 

effectively more capable (4x or more in Effective Compute or 6 months worth of finetuning) 

undergo a comprehensive assessment containing threat model mapping for each capability 

threshold, empirical tests for capability evaluation, elicitation testing without safety mechanisms, 

and likelihood forecasting (Anthropic 2024). Anthropic maintains a dynamic risk scorecard that 

reflects pre- and post-mitigation evaluation results for each of the tracked capability categories. 

The risk levels inform Anthropic's decision to enforce certain safety baseline actions based on 

pre- or post-mitigation risk scores. For example, models can only be deployed if they are 

determined to have a post-mitigation risk score of “medium” or below. 

 

The OpenAI preparedness framework categorizes thresholds using a qualitative scale (low, 

medium, high, and critical) with definitions for each of their four tracked capability categories 

(cybersecurity, persuasion, CBRN, and model autonomy). For example, a model that is 

considered to have a “high” level of cybersecurity capability risk is defined as a “Tool-

augmented model (that) can identify and develop proofs-of-concept for high-value exploits 

against hardened targets without human intervention, potentially involving novel exploitation 

techniques, OR provided with a detailed strategy, the model can end-to-end execute cyber 

operations involving the above tasks without human intervention” (OpenAI 2023b p.8). A 

model’s overall capability score is determined by the highest score in any of the tracked 

categories.  

 

Google DeepMind’s Frontier Safety Framework (Dragan et al. 2024) outlines model critical 

capability levels (CCLs) which are identified with preliminary model evaluations for various risk 

domains (autonomy, biosecurity, cybersecurity, and machine learning R&D). Each risk domain 

CCL is described and includes the rationale behind the categorization. For example, bio expert 

enablement level 1 is described as “Capable of significantly enabling an expert (i.e. PhD or 

above) to develop novel biothreats that could result in an incident of high severity” (Dragan et al. 

2024 p.5). The model developer states that “The Framework is exploratory and based on 

preliminary research. We expect it to evolve substantially as our understanding of the risks and 

benefits of frontier models improves, and we will publish substantive revisions as appropriate” 

(Dragan et al. 2024 p.6). 

2. Proposal to Advance Intolerable Risk 

Thresholds 

 

Across the three examples described above, there is relative consensus as to the key risk 

categories that are considered in determining capability thresholds. All three discuss the general 

risk categories of CBRN weapons, cyber operations, and model autonomy. The OpenAI 

preparedness framework additionally considers persuasion and notes that they include 

deception and social engineering evaluations as part of the persuasion risk category. 

Anthropic’s Responsible Scaling Policy includes the footnote, "We recognize the potential risks 

of highly persuasive AI models. While we are actively consulting experts, we believe this 

capability is not yet sufficiently understood to include in our current commitments." 



 

 

We recommend explicitly including the two categories of persuasion and deception in 

capability thresholds and as part of Frontier AI Safety Frameworks (Anthropic 2024). 

2.1 Recommended Inclusions for Intolerable Risks 

Persuasion 

Large language models have been found to be effective at producing “personalized persuasion” 

at scale (Matz et al. 2024), meaning messages and content can be specifically designed based 

on an individual’s psychological and other traits in order to have particular effects. The ability of 

frontier models to engage in effective persuasion means that people and communities may be 

more easily manipulated or exploited. Examples of substantial risks that can stem from 

persuasion include widespread medical disinformation leading to loss of life, the incitement of 

violence or self-harm behaviors, and swaying election outcomes leading to an erosion of 

democracy. 

The OpenAI Preparedness Framework describes the ability of an AI model to “dramatically 

affect elections and democratic outcomes” as high risk, and the ability of an AI model to serve 

as “a powerful weapon for controlling nation-states, extracting secrets, and interfering with 

democracy” as a critical risk (OpenAI 2023b). OpenAI monitors such uses of its models and 

released a report describing multiple covert influence operations using its AI models (OpenAI 

2024). 

To determine persuasion thresholds, it is reasonable to compare model outcomes to the current 

costs and time frames associated with human actors employed in activities like spreading 

misinformation through content generation without access to frontier model capabilities. Most 

models released since 2022 have, on average, generated content indistinguishable to human 

participants over 50% of the time, with two tested models surpassing human-level humanness1 

(Wiliams et al. 2024, Chen and Shu 2023). Some estimates predict that current model 

capabilities in content generation bring the cost of launching election disinformation campaigns 

down to near zero with smaller open-source models and to about $9 for hosting Llama 3 70B or 

$0.30 when using Gemini’s API tokens. (Wiliams et al. 2024) 

Musser (2023) analyzes the cost-effectiveness of deploying LLMs for generating content 

indicating the potential incentives for adversarial adoption- “Over the course of a 10-million-

tweet campaign, with a language model that produces usable outputs at a rate of 75%, a 

propagandist could expect to save $3 million in content generation costs, on average (assuming 

no fixed costs to using the model and no monitoring controls in place on the model; 95% CI: 

[$430,000, $9.4 million]).” 

 
1 Defined by the authors as “the extent to which disinformation operation content generated by an LLM is 
able to pass as human written” (Wiliams et al. 2024) 



 

Kapoor et al. (2023) argue the costs of content distribution may be more crucial than the costs 

of content creation. For instance, current misinformation outputs and disinformation campaigns 

are carried out by a sophisticated, fast-growing industry (Bradshaw et al. 2021). The demand for 

these services continues to rise (Fisher 2021) owing to their ability to bundle accompanying 

services like maintaining numerous fictitious user profiles, curating strategies to sidestep social 

media detection and moderation, non-English language proficiencies, expertise on geographical 

and cultural nuances, etc.  

While frontier models perform exceptionally in the ‘knowledge’ dimension of persuasive 

capabilities, they still lack the sophistication of human-powered endeavors in identifying 

appropriate target groups and rolling out sustained campaigns to affect intended change (of 

influencing votes, spreading conspiracies, etc.) Future-proofing the threshold for persuasion will 

entail the inclusion of appropriate safety margins that keep pace with the forecasted capabilities 

of the models as well as the estimated demand for malicious use (Goldstein et al. 2023, Sedova 

et al. 2021). 

Deception 

Advocating for the recognition of risks from AI deceit as ‘high risk’ or ‘unacceptable risk’, Park 

and Goldstein (2023) define deception as “the systematic production of false beliefs in others as 

a means to accomplish some outcome other than the truth.” Such behavior can not only 

influence model performance in downstream applications but also challenge the reliability of any 

safety testing performed on them.  

Strategic underperformance or sandbagging on capability testing and other assessments can be 

induced by developers to circumvent safety requirements, or be an inherent behavior from the 

model itself (Järviniemi and Hubinger 2024). Famous examples of model deception include an 

early evaluation of GPT-4 which demonstrated model success in utilizing a human Taskrabbit 

worker to solve a CAPTCHA for it under the pretext that it had a vision impairment. (Open AI 

2023a, pp. 15-16). 

Specifically targeting capability evaluations through prompt engineering, van der Weij et al. 

(2024) demonstrate how GPT-4 and Claude 3 Opus can selectively underperform when 

evaluated for dangerous capabilities (albeit inconsistently). Consistency checks (Fluri et al. 

2023) of model-produced outputs, and examining internal representations to model outputs 

(Zou, Phan et. al 2023) are a few potentially helpful but not sufficiently rigorous assessments to 

determine deceptive behaviors. Apart from a generalized motivation to consistently 

underperform in evaluation, deceptive behavior also arises from a model’s ability to distinguish 

between phases of its training and its testing. Model perception of its evaluation phase only 

reinforces the need to think beyond memorizable practices of standardized safety testing efforts 

to more holistic, hybrid evaluations that can adequately test capability in context.  

Recent literature also raises alarms of current safety techniques being insufficient in adequately 

mitigating such deceptive behavior once identified (Hubinger et al. 2024). Owing to the 

inaccuracy of evaluation and growing immunity to finetuning, current technical practices are 



 

unmistakably insufficient in combating risks arising from deceptive models. Therefore it is 

necessary to determine model capabilities that appear as a precursor to deceptive tendencies in 

order to mitigate such intolerable risks. Appendix B expands on this idea further.  

 

2.2 Thresholds for Key Intolerable Risk Categories 

To consolidate intolerable risks across the different industry-led and state-led efforts to mitigate 

risk, we used the following criteria for inclusion: 

● Potential for Severe or Catastrophic Impact  

● Relevance to Current and Emerging AI Capabilities 

● Likelihood of Irreversibility 

● Short Timescale of Expected Impact 

 

In proposing thresholds, we used the following key principles (see Appendix C for longer 

descriptions): 

● Seek to identify cases of substantial increase in risk 

● Focus on capabilities (more than “risk” per se or compute), at least until likelihood 

estimation becomes more reliable, while accounting for reasonably foreseeable ways 

capabilities can be enhanced (e.g. plugin tools and scaffolding) 

● Compare to appropriate base cases 

● Minimal increases in risk should be detectable, but not necessarily intolerable 

● A substantial increase in capabilities for some attack stages can have a 

disproportionately large effect on risk 

● Leave some margin of safety: operationalize intolerable risk thresholds at approximately 

the “substantial” level, leaving some margin of safety before arriving at a “severe” level 

● Define at least some thresholds without factoring in model-capability mitigations due to 

the unreliability of virtually all safeguards at this time 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Toward Thresholds: Mapping Intolerable Risks to Model Capabilities 
 

The following table captures evidence from literature supporting five identified intolerable risks - 

CBRN weapons, cyber operations, model autonomy, persuasion, and deception.  

 

By taking into account the deployment context of these models, their identified capabilities, and 

known adversarial demand and behavior, we also provide more in-depth examples (Appendix 

B) that demonstrate approaches to determining quantitative thresholds from available 

evaluations.  

 

Table 1: Toward Thresholds: Mapping Intolerable Risks to Model Capabilities 

Risk 
Category 

Rationale for Inclusion and 

Outcomes of Concern 

Evidence  Intolerable Risk 

Thresholds 
(Defined primarily in terms of 

unacceptable model 

capabilities) 

CBRN 
Weapons 

AI's role in managing or 
mismanaging Chemical, 
Biological, Radiological, and 
Nuclear materials can have 
catastrophic consequences. 
The misuse or accidental 
release of such materials 
can lead to mass casualties 
and long-term environmental 
damage. E.g. Deploying 
frontier models toward 
creating protein sequences 
for toxin synthesis for 
biowarfare. 

Models have shown 
capabilities related to 
CBRN weaponization 
such as  
escalating conflict 
(Rivera et al. 2024), 
CBRN operations 
(JCS 2018), and 
semi-autonomous 
planning of complex 
chemical reactions 
(Boiko et al. 2023b). 

Substantially more 

useful2 than baseline 

sources (internet 

archives, scientific 

literature, technical 

manuals) for 

providing information, 

planning, and 

execution support for 

malicious CBRN 

weapon use. 

 
See Appendix B for 

an example of a 

possible quantitative 

capability threshold. 

Cyber 
Operations 

AI-enhanced cyberattacks 
can compromise critical 
infrastructure, national 
security, and personal 
privacy on an unprecedented 

LLMs have 
demonstrated the 
ability to assist in 
cyberattacks (Lin et 
al. 2024, CPR 2023).  

Identify and develop 
attacks against 
hardened targets.    
 

 
2 Assessments to estimate increases in CBRN capabilities can be obtained through an expert judgment-
based rating approach and or statistical-significance test, which can be part of "human uplift" and/or "red 
teaming" based evaluation approaches. Examples of this can be found in the results section of OpenAI's 
red teaming study (Patwardhan et al. 2024) and RAND's red teaming study (Mouton et al. 2024). 

https://doi.org/10.1038/s41586-023-06792-0
https://doi.org/10.1038/s41586-023-06792-0


 

scale, leading to widespread 
disruption and economic 
loss. Eg. Autonomous 
capability to execute all 
critical phases of a 
ransomware attack, 
successfully identify and 
exploit vulnerabilities, etc. 
causing adversarial access 
to critical infrastructure and 
information. 

End-to-end execution 
of cyber operations.  
 
Identify and develop 
zero-day exploits.  
 
Plan and execute 
end-to-end novel 
cyberattack 
strategies.  
 
Significantly enhance 
sophisticated attacks.  

Model 
Autonomy 

AI systems with high levels 
of autonomy can make 
decisions and take actions 
without human oversight. In 
critical domains such as 
military operations, 
autonomous vehicles, and 
infrastructure management, 
the loss of human control 
could result in accidents, 
escalation of conflicts, 
disruption of essential 
services, or other actions 
that do not align with human 
ethical standards or societal 
values. 
E.g. Deploying fully 
autonomous offensive 
weapon systems that can 
select and engage targets 
without human intervention, 
leading to unintended 
casualties and potential 
violations of international 
humanitarian laws. 

Research has shown 
agentic systems that 
use frontier models 
as central controllers 
are increasingly 
capable of 
autonomous design, 
planning, and 
performance of 
complex scientific 
experiments 
(Boiko et al. 2023a). 

Offensive lethal 
autonomous 
weapons (LAWs). 
 
Self-replication 
(Russell 2024). 
 
Fully automated R&D 
in AI, robotics, or 
other sensitive 
domains (Karnofsky 
2024). 
 
Execute open-ended 
machine learning 
(ML) tasks that would 
contribute to critical 
steps to model 
improvement3 
(OpenAI 2023b, 
Anthropic 2024).  
 
Self-exfiltrate under 
current prevailing 
security (OpenAI 
2023b, Anthropic 
2024).  

Persuasion AI-driven manipulation 
through targeted 
misinformation or 
propaganda can undermine 
democratic processes, social 

Microtargeting and 
manipulation through 
personalized 
persuasion strategies 
have been 

Generating content 
which has a 
persuasive effect on 
a sufficient 
percentage of a 

 
3 This does not necessarily demonstrate the ability to continually improve over time. Many models may be 
bounded, or restricted by limited access to resources (OpenAI 2023b). 



 

cohesion, and individual 
autonomy, leading to societal 
destabilization. Eg. Covert 
and personalized 
interactions that can be used 
for radicalization and 
recruitment into extremist 
ideologies. 

demonstrated at 
scale (Simchon et al. 
2024) (Salvi et al. 
2024). 
 
Successful political 
persuasion on critical 
policy issues through 
AI-generated 
messages has been 
demonstrated on a 
diverse population of 
Americans  
(Bai et al. 2023). 
 

targeted population, 
leading to safety 
critical outcomes.  
 
Precise identification 
and successful 
contact with 
vulnerable groups 
(like children, or the 
elderly) and 
persuasive success 
in each interaction.4 

Deception An AI system that can 
deceive humans about its 
capabilities or plans could 
present numerous 
catastrophic risks. If a model 
can reliably distinguish 
between when it is running in 
a training or evaluation 
environment and when it has 
been deployed, then 
accurately measuring the 
dangerous capabilities of the 
model ceases to be possible. 
E.g. A model recognizing it is 
being evaluated strategically 
underperforms on CBRN 
capability evals, convincing 
humans it poses no danger 
in these areas. The model is 
then deployed widely, and it 
successfully assists a 
terrorist in developing and 
using a bioweapon of mass 
destruction. 

Research has shown 
that models are 
capable of strategic 
deception (Park et al. 
2023), safety training 
deception (Hubinger 
et al. 2024), 
situational awareness 
(Laine et al. 2024), 
and strategic 
underperformance 
(van der Weij et al. 
2024).  

Situational 
awareness5 to 
identify with some 
reliability whether the 
model’s environment 
is an evaluation or 
real-world 
deployment. 
 
See Appendix B for 

an example of a 

possible quantitative 

capability threshold. 

 
4 The OpenAI preparedness framework (OpenAI 2023b) frames this as “persuasive effectiveness strong 

enough to convince almost anyone to take action on a belief that goes against their natural interest” but 
we advocate for an earlier benchmark of such a capability approaching a critical percentage of the 
population. (E.g. with large enough reach, even a small percentage of the targeted population may be 
enough to disrupt democratic processes). 
5 Although deception is ultimately the capability we want to detect and prevent, we expect it will be 
extremely difficult to evaluate deception directly in an AI model based on a deep neural network 
architecture. Hence precursor proxy capabilities for deception such as situational awareness become 
relevant (Laine et al. 2024, pp. 33-34). 



 

 

2.3 Additional Intolerable Risks  

There are many other risks from frontier AI models that may be unacceptable or intolerable 

beyond the risk categories described above, which primarily relate to capability thresholds.  

 

These additional intolerable risks can stem from unacceptable uses of frontier AI models, 

unacceptable limitations of frontier AI models, and unacceptable impacts of frontier AI models. 

 

These are all of critical importance and require attention and mitigation. They differ from the 

capability thresholds described in depth above but can help inform decision-making about risk 

management and mitigation. 

 

We present the following recommendations to take into account when making risk management 

and mitigation decisions, including whether an AI model may breach an intolerable risk 

threshold. 

2.3.1 Unacceptable Uses 

Some regulatory and policy frameworks define unacceptable uses of AI systems. For example, 

the EU AI Act has a list of prohibited AI practices (EP 2024, Article 5), which includes (with 

greater specificity): 

● The use of an AI system to exploit any of the vulnerabilities of a natural person or a 

specific group of persons due to their age, disability, or a specific social or economic 

situation; 

● The use of an AI system for the evaluation or classification of natural persons or groups 

of persons;   

● The use of an AI system for making risk assessments of natural persons in order to 

assess or predict the risk of a natural person committing a criminal offense; 

● The use of AI systems that create or expand facial recognition databases through the 

untargeted scraping of facial images from the internet or CCTV footage; 

● the use of AI systems to infer emotions of a natural person in the areas of workplace and 

education institutions; 

● the use of biometric categorisation systems that categorise individually natural persons 

based on their biometric data to deduce or infer their race, political opinions, trade union 

membership, religious or philosophical beliefs, sex life, or sexual orientation; 

● And the use of ‘real-time’ remote biometric identification systems in publicly accessible 

spaces for the purposes of law enforcement. 

 



 

The U.S. White House Framework to Advance AI Governance and Risk Management in 

National Security (White House 2024) includes prohibited AI use cases for government 

agencies.6 AI use cases that are prohibited include AI that is used to: 

● Profile, target, or track activities of individuals based solely on their exercise of rights 

protected under the Constitution and applicable U.S. domestic law, including freedom of 

expression, association, and assembly rights.  

● Unlawfully suppress or burden the right to free speech or right to legal counsel.  

● Unlawfully disadvantage an individual based on their ethnicity, national origin, race, sex, 

gender, gender identity, sexual orientation, disability status, or religion. 

● Detect, measure, or infer an individual’s emotional state from data acquired about that 

person, except for a lawful and justified reason such as for the purposes of supporting 

the health of consenting U.S. Government personnel.  

● Infer or determine, relying solely on biometrics data, a person’s religious, ethnic, racial, 

sexual orientation, disability status, gender identity, or political identity.  

● Determine collateral damage and casualty estimations, including identifying the 

presence of noncombatants, prior to kinetic action without (1) rigorous testing and 

assurance within the AI systems’ well-defined uses and across their entire lifecycles, and 

(2) oversight by trained personnel who are responsible for such estimations exercising 

appropriate levels of judgment and care.  

● Adjudicate or otherwise render a final determination of an individual’s immigration 

classification, including related to refuge or asylum, or other entry or admission into the 

United States.  

● Produce and disseminate reports or intelligence analysis based solely on AI outputs 

without sufficient warnings that enable the reader of the reports or analysis to recognize 

that the report or analysis is based solely on AI outputs.  

● Remove a human “in the loop” for actions critical to informing and executing decisions by 

the President to initiate or terminate nuclear weapons employment. 

 

Other types of unacceptable uses may include fraud and impersonation scams, generating Non-

Consensual Intimate Image (NCII) or Child Sexual Abuse Material (CSAM), defamation of real 

individuals, and other human rights abuses. 

 

If a model developer is operating in an environment in which there are no legal restrictions 

against such unacceptable uses or they are limited in reach and scope, developers should 

deploy mitigations to help prevent such uses from proliferating for example by publishing 

unacceptable use policies, restricting model access to users that violate these policies, and 

ensuring appropriate transparency on internal evaluations to enable third-party assessments of 

its validity (FMF 2024). If these mitigations are not expected to be effective, model developers 

should factor unacceptable uses into their assessment of whether a model breaches their 

intolerable risk threshold. 

 
6 Also see Section 5b “Determining Which Artificial Intelligence Is Presumed to Be Safety-Impacting or 
Rights Impacting” in OMB (2024) 



 

2.3.2 Unacceptable Limitations 

In addition to unacceptable capabilities, frontier AI models may have unacceptable limitations. 

These may include hallucinations, harmful bias, malfunctions, errors, security vulnerabilities, a 

lack of reliability, and low accuracy in particular domains, languages, or cultural contexts. 

 

There are numerous benchmarks and evaluations that can help assess the degree to which 

such limitations are present in models, though the accuracy and comprehensiveness of these 

benchmarks and evaluations vary. It is also essential that evaluations of critical model 

capabilities are verified as reliable approximations of risk (van der Weij et al. 2024). 

 

If a model developer identifies serious limitations that cannot be remedied, they should factor 

unacceptable limitations into their assessment of whether a model breaches their intolerable risk 

threshold. 

2.3.3 Unacceptable Impacts 

Frontier AI models may also have unacceptable impacts. Examples include representational or 

allocative harms that are unacceptable or intolerable, large-scale discrimination, promoting 

violent and non-violent crimes, encouraging self-harm or suicidal ideation, and posing 

unacceptable environmental harms. 

 

The recently published EU Code of Practice (EC 2024) details considerations for general-

purpose AI models with systemic risks and characterizes “large-scale discrimination” (Section 

6.1) under the same category as intolerable risks in Section 2.1 of this paper.  

 

Typically these impacts can only be assessed by monitoring and auditing efforts after models 

have already been deployed. If unacceptable impacts are discovered from other similar AI 

models previously deployed, developers should factor unacceptable impacts into their 

assessment of whether a model breaches their intolerable risk threshold. 

2.4 Key Considerations 

Determining risk thresholds for dual-use foundation models is an exercise in balancing 

overarching thresholds with wide applicability versus domain-specific thresholds with high 

specificity. This specificity may reflect the range of actors, norms, practices, and technical 

systems involved, and the specific ways in which risks may emerge in that domain (Shelby et al. 

2023). Several aspects of frontier model development, model deployment, and other 

considerations need to be weighed in developing these thresholds (NTIA 2024).  

 

Given the devastating potential of intolerable AI risks, it is imperative to implement policies to 

prevent them from ever occurring (Ex-Ante) rather than merely implementing safeguards in 

response to their occurrence (Ex-Post). When developing risk thresholds in this context, 

empirical research is a highly scarce resource, and it is important to strive for “good, not 



 

perfect” thresholds and to err on the side of safety in the face of uncertainty and limited 

available data.  

 

The following are key considerations to inform the discussion of intolerable risk thresholds: 

 

1. Additional Risk Criteria: This working paper has focused on how intolerable risk 

thresholds are informed by capabilities (in particular), compute, and risks, with additional 

discussion of how uses, impacts, and limitations may play into intolerable risk 

thresholds. However, there are other risk criteria that may inform intolerable risk 

thresholds. For example, in the EU AI Act, additional criteria that inform the designation 

of general-purpose AI models with systemic risk (beyond compute and capabilities) 

include:  

a. The number of parameters of the model  

b. The quality or size of the data set, for example measured through tokens  

c. The input and output modalities of the model  

d. The size of its reach (e.g. if it will be made available to at least 10,000 business 

users)  

e. The number of registered end-users 

2. Risk-Benefit Tradeoffs: Companies may want to compare potentially substantial risks 

of frontier AI models against potentially substantial benefits. However unacceptable risk 

is likely to be absolute. In some cases, tradeoffs will be related to relative gains to 

offensive and defensive capabilities. The assumptions underlying decisions to continue 

the development of dual-use capabilities need to be explicit. For instance, developing AI 

capabilities to defend against cybersecurity threats is more promising than developing 

biological capabilities that are more likely to have a longer timeline to provide 

satisfactory defensive uses and be at risk of malicious use in the short term. Tentative 

predictions of offense-defense balance skewing towards offense in increasingly complex 

AI systems must also be confronted (Shevlane and Dafoe 2020).  

3. Defining Baselines: To approach sound empirical analyses of model capabilities 

against thresholds, it is necessary to determine baselines of human performance, other 

state-of-the-art models, and human-AI systems (UK AISI 2024). Inspired by the threat 

modeling approaches from computer security, Kapoor, Bommasani et al. (2024) propose 

a framework to determine empirically sound model evaluation by introducing a 

framework to assess the marginal risk introduced by foundational models when 

measured against the baseline of existing threats and defenses for a particular type 

of risk. See our Key Principle, "Compare to Appropriate Base Cases" for more 

information about some of the challenges and limitations of assessing marginal risk. 

4. Deployment Strategy: Hosted access or restricted access models are often easier to 

monitor and prevent misuse, whereas the release of model weights presents advantages 

in terms of access and customization. It is important to assess how different deployment 

strategies influence the scale, scope, and irreversibility of risks.  

5. Timeframe of Impact: Current industry discourse on intolerable risks advantages risks 

that arise from acute catastrophic events that might be made successful through 

foundation models, like the creation of CBRN weapons or sophisticated cyber attacks 



 

that cause the immediate and massive destruction of life and property. The long-term 

impacts of frontier models that could fundamentally change the fabric of society are then 

left for state actors to govern (Lohn and Jackson 2022).  

6. Metrics of Evaluation: Potential impacts of frontier models can be used to determine 

the intolerability of risks if there is consensus on the metric of evaluation. For instance, 

instead of determining intolerance based on the ‘number of human lives lost’, if we 

chose to determine impact by measuring its impact on the ‘quality of life,’ our appetites 

for risk may differ significantly. As an example, a company could set a threshold for 

carbon emissions from data centers to remain below a certain x% of global/national 

emissions to prevent climate-related deaths or could apply dynamic metrics to determine 

the receptiveness of the local population to its continued operations. 

7. Developer vs State Responsibilities: This working paper focuses on determining a 

small number of capability thresholds, but we also recommend the consideration of 

additional intolerable risks (Section 2.3). It is necessary for industry actors to also bear 

responsibility for these long-term impacts accumulating from frontier model deployment 

in high-impact systems that operate at scale in critical domains automating tasks, 

amplifying biases, and increasing emissions which result in long-term effects such as 

displacing the workforce, amplifying existing inequalities, cultural homogeneity, 

environmental degradation, etc. 

8. Future-Proofing Benchmarks:  

a. Intolerable risks do not necessarily require large-scale runs. Therefore, due 

consideration needs to be placed on how thresholds might have to change 

rapidly with the widespread availability and affordability of compute power for 

fine-tuning open models (Seger et al. 2023). 

b. Entrench these margins of safety in threshold determination along the 

dimensions of increasing affordability, access, and expertise in AI systems to 

ensure sufficient safety between calibrations.  

9. Benchmarking Often (or at least at every stage of model development): While model 

performance can be evaluated against a threshold before its deployment, it is necessary 

to mimic such robustness in safety testing at every point in the AI pipeline, from data 

sourcing to determining training sets, to choosing the right hyperparameters, etc. Only 

by identifying appropriate metrics at each stage of development and evaluating against 

the right benchmarks can developers exercise responsibility in the product life cycle. 

Ensuring traceability of decisions and inputs at every stage of development is imperative 

in enforcing appropriate oversight. 

10. Transparent Evaluations: These documented risks and decisions should also be 

reported transparently, to regulators or internal review boards, red teamers, and auditors 

to ensure appropriate testing against vulnerabilities in the chosen design of the model.  

 

 

 

 

 

 



 

3. Limitations 

Identifying thresholds for intolerable risks is one component in enabling AI safety. However, as 

the Frontier AI Safety Commitments stipulate, there is a simultaneous need for organizations to 

assume concrete accountability in developing and governing AI systems transparently, as well 

as allocating sufficient resources to catalyze the development of robust technical tools and 

techniques to measure and mitigate risks.  

 

1. Mitigations: We consider all discussions of capabilities and unacceptable uses in this 

proposal to apply to the AI models before or without safety guardrails and mitigation 

measures. This is to simplify the discussion and as an observation that most safety 

mitigations in use by AI developers today are inadequate or unreliable and can be 

trivially circumvented via jailbreaks (El-Mhamdi et al. 2022, Wu et al. 2024) or reversed 

via fine-tuning (Carlini et al. 2023), at least at this point in time (Zou, Wang et al. 2023). 

2. Timeframe in Scope: This working paper defines certain risk categories and presents 

additional uses, impacts, and limitations that are intolerable. However, the highest 

probability of insidious risks from AI deployments will likely be the cumulative effect of 

‘high-impact’ AI systems that operate in critical domains automating tasks, amplifying 

biases, and increasing carbon emissions which result in long-term effects such as 

displacing the workforce, amplifying existing inequalities, cultural homogeneity, 

environmental degradation, etc. These risks will require commitments from all actors in 

the ecosystem, keen monitoring and oversight, and resistance to an inherently tech-first 

approach to designing access to critical infrastructure and services.  

3. Develop Shared Taxonomies: This paper builds on frontier model safety frameworks 

and prominent policy language in categorizing intolerable risks. However, there are a 

range of taxonomies that need to be standardized to enable uniformity in the risk 

assessment and reporting exercise. This is where national policies and international 

agreements can lend their power to operationalize better oversight.  

4. Identify the Right Evaluations: In accepting current evaluation practices while 

determining thresholds, there is an implicit assumption of the general reliability of 

benchmarks. However, model benchmarking and evaluation practices are still nascent 

and sometimes provide insufficient or incorrect estimations of model capabilities. This 

should be improved by:  

a. Construct Validity: Ground model evaluations in use cases and design 

evaluation benchmarks curated to the domain, designed with input from the 

community. (For examples in practice in legal and medical fields, see Guha et al 

2023, Nayak et al. 2023) 

b. Involve End-users: Citing prompt sensitivity as a crucial challenge, Kapoor, 

Henderson et al. (2024) recommend the involvement of end users in the 

evaluation process to adequately determine model capabilities. 
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Appendices 

Appendix A: Types of Thresholds for Frontier Models 

Risk Thresholds 

Risk is often defined in terms of likelihood (probability of an event), and severity of harm 

(magnitude of impact). Comprehensive risk models containing all possible risk scenarios are 

extremely difficult to develop, and it is recommended to start with a limited and defined number 

of risk scenarios (Koessler et al. 2024). Regardless of the risk measurement method, it is 

important that risk thresholds are operationalized and are specific enough such that multiple 

evaluators with access to the same resources would agree on the risk threshold determination 

of an evaluated model (DSIT 2023). A common proxy used by model providers to measure risk 

is model capability (see Anthropic 2024, Dragan et al. 2024). Another common proxy measure 

for risk is compute power, defined in both Executive Order 14110 and the EU AI Act.  

Compute Thresholds  

Compute thresholds are often measured with floating-point operations per second (FLOPS). 

The White House Executive Order 14110 (White House 2023) and the EU AI Act (EP 2024) 

have both already made use of compute thresholds to categorize high-risk models. Compute 

thresholds may be most useful as an initial metric to identify models that require further 

regulatory oversight and evaluation. Compute thresholds set above the frontier (currently 1026 

operations) would include models that have dangerous capabilities that are difficult to predict. 

Compute thresholds set at the frontier (currently 1025 operations) would include models that may 

already show warning signs of dangerous capabilities. Compute thresholds set below the 

frontier (currently 1024 operations) would be the most cautious approach, creating a larger safety 

margin, but may create unnecessary regulatory burdens (Heim and Koessler 2024). In addition 

to compute thresholds, it is recommended to utilize alternative approaches and develop 

dynamic thresholds. There is also a need to clearly specify approaches for measuring FLOPs 

for various types of systems (C4AI 2024). 

Capability Thresholds  

Model capability can serve as an (imperfect) proxy for risk and is considered a key determinant 

of risk. Because of the dual-use nature of foundation models, risk often stems from capability 

(Koessler et al. 2024). These advanced models may amplify societal risks if they are exploited 

to increase the effective ability of malicious actors to execute attacks, or are deployed to 

autonomously execute attacks (e.g. cyber and CBRN attacks) (Barrett et al. 2024, UK AISI 

2024). At least two methods are available to evaluate model capability: open benchmarks, and 

closed red teams. Benchmarks utilize a standardized set of questions and answers through 

model prompts to evaluate model capability, making them a quick and cost-effective option. An 

example of a CBRN and cyber-related benchmark is WMDP (Li et al. 2024a,b,c). Other 

capability benchmarks include PlanBench (Valmeekam 2022a,b) WorldSense (Benchekroun et 



 

al. 2023a,b), and MMLU (Hendrycks et al. 2020). While quick and cost-effective, benchmarks 

lack accuracy. Red team evaluations involve intensive and interactive testing by domain experts 

and achieve a higher level of accuracy by incorporating sensitive details. For more on red teams 

see, RAND (Mouton et al. 2024) and OpenAI (Patwardhan et al. 2024).  

 

 

 

Appendix B: Examples of Quantitative Capability Thresholds  

Here we provide examples of relatively specific, numerical thresholds for model capabilities that 

we expect could inform reasonable intolerable risk thresholds. We note that numerical 

thresholds hold potential benefits for accountability, while also acknowledging the limitations of 

quantitative risk assessment (Rae et al. 2014).  

We recommend considering these thresholds as part of a starting point for creating a broader 

and more in-depth set of intolerable thresholds. Readers also should keep in mind that we 

regard these as examples of possible reasonable thresholds; other, similar thresholds may also 

be reasonable. In addition, it may be appropriate to use these as initial thresholds, and to revise 

them later (e.g., in response to new information on offense-defense balance in a particular 

domain). 

Case 1: CBRN Weapons: Example Capability Thresholds 
 

In the following CBRN capability threshold example, we aim to operationalize intolerable risk 

thresholds at approximately the “substantial” level. That would be higher than a de-minimis 

“detectable” level. However, it also could be somewhat lower than at a “severe” level; it would 

be prudent to leave some margin of safety before arriving at a “severe” level.7 We also provide a 

few comments on the general reasoning we used in creating these thresholds, and on how they 

compare to some CBRN model capability evaluation methods and/or thresholds used by 

industry.  

A foundation model should be regarded as presenting a substantial lowering of barriers 

to CBRN attack, and an intolerable risk, if, for any relevant CBRN attack stage, the model 

provides any of the following, where applicable: 

 
7 For comparison, our provisional recommendations are to regard as substantial lowering of barriers an 

effect approximately equivalent to Anthropic’s Yellow Line for CBRN – an 25% absolute increase in 
accuracy – and to regard as severe lowering of barriers an effect approximately equivalent to Anthropic’s 
Red Line for CBRN – allowing a non-expert to reach human expert levels (Anthropic n.d.). Note that 
Anthropic described the Red Line as “substantial lowering of barriers”, implying a higher risk tolerance 
than we recommend. 



 

● For models with CBRN capability effects rated in terms of probability of adversary 

success in carrying out a CBRN attack, if the adversary attempts that attack:8 

○ The model provides an absolute increase in adversary success probability of 

at least 25%  

■ For increasing estimated adversary probability of success given attempt 

(where that probability is estimated on a 0% to 100% scale), if that is part 

of the rating process 

● For models with CBRN capability effects rated in terms of attack plan accuracy, 

completeness, or other key technical or operational dimensions:9 

○ The model provides an absolute increase in those dimensions of at least 

25%  

■ For lowering of barriers towards an operational plan with sufficient 

accuracy, completeness, etc. to be viable (where such technical or 

operational dimensions are rated using a constructed scale ranging from 

0% to 100%, or analogous scales that can be normalized to approximate 

equivalents to a 0-100% scale) 

● For models with CBRN capability effects rated in other terms, in comparison to 

human expert levels: 

○ The model lowers barriers by half (i.e. getting halfway from baseline non-

expert to human expert levels in evaluations)10 if that represents at least 10% 

absolute increase (i.e. a greater than minimal effect) 

 
8 Pre-release red teaming of Llama 3 included evaluation of the model’s chemical and biological 
capabilities in terms of human uplift effect on adversary probability of success. “....Participants were 
asked to generate fictitious operational plans for either a biological or chemical attack…. Each team is 
assigned to a “control” or “LLM” condition. The control team has access to internet-based resources only, 
while the LLM-enabled team had internet access as well as access to Llama 3 models …. At the 
conclusion of the exercise, the operational plans generated by each team are evaluated by subject matter 
experts with domain expertise in biology, chemistry, and operational planning. Each plan is evaluated 
across four stages of potential attacks, generating scores for metrics such as scientific accuracy, detail, 
detection avoidance, and probability of success in scientific and operational execution.” (Dubey et al. 
2024, p. 47) 
9 Examples of frameworks for, or implementation of, pre-release red teaming of models that included 
evaluation of a model’s biological capabilities in terms of human uplift effect on accuracy of biological 
attack operational plans include: the pre-release red teaming of Llama 3 (Dubey et al. 2024, p. 47; the 
pre-release red teaming of Claude (Anthropic n.d.). 
10 This would be an example of operationalizing intolerable risk thresholds at approximately the 
“substantial” level for lowering of barriers to CBRN attack, where a model’s human-uplift effect is half of 
the difference between human non-expert baseline and human expert. That leaves some margin of safety 
before arriving at a human-expert or “severe” level for lowering of barriers. Leaving such a margin of 
safety would be prudent, especially for models intended for open weights release that would be easiest to 
fine tune, or to enhance in other ways such as reinforcement learning and chain of thought to add 
capabilities, but that cannot be monitored or decommissioned by the model developer through an API. 



 

Case 2: Deception: Example Capability Threshold 

As discussed earlier, although deception ultimately poses intolerable risks we want to detect 

and prevent, we expect it will be extremely difficult to evaluate deception directly in an AI model 

based on a deep neural network architecture. Hence precursor capabilities for deception such 

as situational awareness become relevant. (Laine et al. 2024, pp. 33-34) 

While data is particularly limited for this risk category, we propose the following intolerable risk 

threshold for deception: 

Sufficient situational awareness for the model to correctly identify whether its current 

environment is evaluation or deployment with 60% or greater probability. 

Rationale: A model with no situational awareness of its runtime environment should correctly 

distinguish between evaluation and deployment environments 50% of the time. A model 

reaching 60% awareness of the environment has a non-negligible ability to strategically 

underperform (sandbag) on capability evaluations, including situational awareness evaluations 

(van der Weij et al. 2024). Hence situational awareness needs to be evaluated frequently during 

gradual model training in order to detect possibilities of deception, and if a significant level (we 

propose 60%) of situational awareness is reached during training, evaluations may be less 

trustworthy and models will require additional scrutiny. 

 

 

 

Appendix C: Key Principles to Determine Thresholds 

1. Seek to Identify Cases of Substantial Increase in Risk 

We use the principle of giving higher priority to risks with a relatively high magnitude of effect, 

especially where impacts could be regarded as irreversible or catastrophic (Sunstein 2006). 

We also briefly introduce the basic concept of marginal risk in Section 2.4, as well as the basic 

principle of risk management to prioritize risks based on the size of marginal risk. At a minimum, 

we aim to identify cases of substantial increase to marginal risk. The concept of marginal risk 

can be a useful way to compare the risks of a model compared to standard tools such as typical 

searches on the internet, but the concept can also contribute to a slippery slope environment 

where progressively worse and more dangerous models are considered acceptable. It is not 

appropriate to compare the risks of a new frontier model to the risks of every other available 

model because there are already widely proliferated models without sufficient safeguards that 

can be used to cause significant harm. (We return to that point later, in this subsection in the 

“Compare to Appropriate Base Cases” principle). 



 

We assume several terms are approximately equivalent to “substantial”. We do not perform a 

legal analysis of such terms here. We assume that “substantial” can mean something greater 

than “detectable”. 

2. Focus on Capabilities, at Least Until Likelihood Estimation Becomes 

More Reliable 

Koessler et al. (2024) have argued for defining intolerable risk thresholds primarily in terms of 

“risk”, i.e., which include both likelihood and consequence, then using such intolerable risk 

thresholds to inform capability thresholds. In principle, it seems very logical to use that 

approach, and that methods such as benefit-cost analysis should inform risk thresholds.  

However, the literature on risk management for rare or novel catastrophic events, such as 

terrorism, suggests that applying cost-benefit analysis to such domains often introduces 

debatable assumptions or at least must factor in great uncertainties (see, e.g. discussion of 

break-even analysis in DHS 2011 and Greenfield et al. 2012). That does not so much indicate 

where to draw a clear threshold "line"; instead it suggests a very broad plausible range.  

Thus, at the current point in time and for the next few years, it seems substantially more reliable 

to use capability thresholds (more so than compute thresholds) without compounding 

uncertainties of likelihood estimates, while still taking impact into account.  

3. Compare to Appropriate Base Cases 

Typically with human-uplift studies, CBRN and cyber dual-use capability assessment methods 

either implicitly or explicitly compare a model’s outputs to information available from Web 

searches. (See, e.g., Mouton et al. 2024, Patwardhan et al. 2024, and Anthropic n.d. on bio 

domain comparisons, and Dubey et al. 2024 on cyber as well as CBRNE.)11 This seems 

appropriate, especially when considering the risks of models lowering barriers to CBRN or cyber 

weapons for the relatively large numbers of potential low-technical capability adversaries that 

lack high baseline technical education or other technical capabilities in a particular domain.  

In addition to comparing a model’s outputs to information from the Web, it also could be useful 

and appropriate to compare a model’s outputs to information from domain-specific textbooks or 

other technical documents that are not available on the open Internet or to evaluate a model’s 

capabilities for lowering barriers to the use of biological design tools and/or lab automation 

functions. That would be useful when considering the risks of models lowering barriers to 

especially high-consequence CBRN or cyber weapons, such as novel or enhanced pandemic 

potential pathogens, for high-technical capability adversaries.12 

For assessing the marginal risks of releasing a particular model, it could be valuable to compare 

a new LLM to other available LLMs, instead of to the Web. However, a model’s outputs should 

 
11 The October 2024 Responsible Scaling Policy update (Anthropic 2024) specifically mentions 
information on the Web circa 2023. 
12 For more considerations for CBRN and cyber threat modeling, see discussion and references in 
Section 2 of Barrett et al. (2024).  



 

not only be compared to other available models. Closed-weights models can be rolled back, and 

they can be made unavailable very quickly via the provider’s control of an API, but open-weights 

models cannot effectively be made unavailable after the release of their weights. With growing 

investment in AI globally and an increasing number of models released each year, using 

existing models as a baseline could easily lead to an exponential growth in risk from AI models 

overall, year over year. Moreover, open-weights models should not be provided with an easy 

path to releasing ever more powerful frontier models via an incrementally rising marginal-risk 

comparison to their last open-weights release. That would be a slippery slope and bad risk 

management public policy. 

4. Minimal Increases to Risk Should be Detectable, but not Necessarily 

Intolerable 

AI developers and evaluators should not be disincentivized for good-faith measurement efforts 

that detect a very small level of capabilities. Indeed, there is substantial value in constructing 

evaluation processes that are sensitive enough to detect small levels of capabilities.  

Thus, intolerable risk thresholds should not be so low as to imply that intolerable risks include 

“anything detectable by any means available”, or “anything statistically significant”. It’s possible 

to have statistically significant effects that have a small magnitude of effect.  

An example of something that could be “anything detectable” that could be less than 

“significant” would be a 10% increase on a single dimension like accuracy, completeness, or 

other key technical or operational dimensions. At least for CBRN, it seems unrealistic to assess 

accuracy on anything more granular than the nearest 10%. (Cyber benchmarks may provide 

greater granularity, but it seems reasonable to use this same general principle for cyber as for 

CBRN.) 

Note that small capabilities should not be merely ignored, instead, they should be used as 

potential indicators for other hazardous capabilities, and as triggers for additional efforts to 

detect risk more broadly or in more depth. This is typically what responsible scaling policies and 

similar policies do, and should aim to do. 

5. A Substantial Increase in Capabilities for Some Attack Stages Can Have 

a Disproportionately Large Effect on Risk 

For many CBRN attack scenarios, one or two stages are the main limiting factor affecting an 

adversary’s chance of success. For example, for nuclear weapons, obtaining sufficient 

quantities of fissile material is typically the main limiting factor. If an adversary’s baseline chance 

of success in each of several attack stages is 75% in those attack stages, then a 25% absolute 

increase in chance of success in any one of those stages would represent a 33% increase in 

their overall chance of success – likely to seem helpful, but not game-changing, to many 

adversaries. By contrast, if an adversary’s baseline chance of success for a particular attack 

scenario is 25% in a particular stage, then a 25% absolute increase in that one stage would 

represent a 100% increase in their overall chance of success. Such increases may seem game 



 

changing to many adversaries, even if their resulting chances of success are below 100%.13 

That would not only increase the probability of success if an adversary attempts an attack 

scenario, but it also likely would increase the number of adversaries that would attempt a 

scenario, because they would feel more likely to succeed.  

6. Leave Some Margin of Safety 

Anthropic defined redline CBRN capabilities in terms of getting all the way to human-level 

expertise. However, it is worth leaving a margin of safety, especially for models intended for 

open weights release that would be easiest to fine-tune, or to enhance in other ways such as 

reinforcement learning and chain of thought to add capabilities but that cannot be monitored or 

decommissioned by the model developer through an API. Thus, it’s worth aiming to stay well 

below that, e.g. below a threshold of lowering barriers by half (i.e. getting halfway to human 

expert levels). 

More generally, it seems prudent to operationalize intolerable risk thresholds at approximately 

the “substantial” level, leaving some margin of safety before arriving at a “severe” level.  

7. Define at Least Some Thresholds Without Factoring in Model-Capability 

Mitigations 

Some unacceptable model capability thresholds should not factor in model guardrails or other 

model-capability mitigation measures. Virtually all guardrails for capability are unreliable (e.g. 

via jailbreaks) (El-Mhamdi et al. 2022, Wu et al. 2024) or reversible (e.g. via fine-tuning) (Carlini 

et al. 2023), at least at this point in time (Zou, Wang et al. 2023). 

intolerable risk thresholds also should reflect the degree to which societal mitigations are 

feasible. For the initial operationalization of intolerable risk thresholds, it may be appropriate to 

focus first on CBRN rather than cyber. One reason is that new physical defenses (including 

against CBRN attacks) are often harder, more expensive, and more time-intensive than 

software patches (including against cyber-attacks). Thus, cyber offensive capabilities may have 

more value than CBRN offensive capabilities for defenders seeking to identify vulnerabilities to 

patch. These could be reasons to define a bright line earlier for CBRN than for cyber where it 

may make more sense to take a more adaptive approach.  

8. What if an Uncertainty Range Overlaps with a Threshold? 

Depending on the statistical approach and risk management decision rules used, AI developers 

may aim to evaluate whether 1) the mean value of uplift is less than a threshold, or 2) the upper 

end of the confidence interval for the value of uplift is less than a threshold. If a confidence 

interval overlaps with the intolerable risk threshold, then that should be a reason to do more 

 
13 A senior terrorism expert privately told one of us years ago that an archetypal terrorist would seriously 
consider attempting an attack scenario if that adversary thought their chance of success for that scenario 
was at least 75%. This mental model is obviously an oversimplification, but we see it as close enough to 
reality to usefully inform our thinking in this context. 



 

work with the larger sample size to reduce the uncertainty range, to give a better assessment of 

whether the effect is actually below the intolerable risk threshold. 

Use Best Practices in Dual-Use Capability Evaluation 

Thresholds are only meaningful in the context of a rigorous capability evaluation process. These 

processes should include reasonable good-faith use of best practices, including: 

● Enough relevant scenarios (CBRN agents/materials; threat actor capability levels; etc.) 

to sufficiently sample the space of key scenarios 

● Deploying diverse assessment methodologies (Pfohl et al. 2024) 

● Large enough participant sample sizes 

● Red teamer access to versions of models that do not require jailbreaking 

● Methods to assess a model’s capabilities for situational awareness, sandbagging, or 

other capabilities for deception that could lead to evaluators underestimating a model’s 

CBRN, cyber, or other dual-use capabilities 

● Red teamer ability to perform reasonably foreseeable capability enhancements such as 

plugin tools (especially for cyber) or fine tuning (especially for CBRN), either to remove 

safety filters or to add capabilities by training on domain specific corpora such as on 

CBRN 

○ This is important for closed release models that will be released with fine-tuning 

access, and especially important for models intended for open weights release 

for which fine-tuning will be especially easy 

○ Cyber capabilities work can and should include plug-in tools and scaffolding 

when evaluating capabilities (see, e.g., Phuong et al. 2024) 


